. Group Studies of Treatment
(adapted from Gallin & Ognibene, 2007)

Gallin, J. I, Ognibene, F. P. (2007) Principles and
Practices of Clinical Research, 2" Ed. Academic Press.

PRINCIPLES AND PRACTICE OF

CLINICAL RESEARCH

i John I. Gallin :
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A. A straightforward challenge in logical conclusion

Antecedent

Exposure
Risk
Predictor Variable

Independent
Variable

Consequent

Event
Outcome
Observed Variable

Dependent
Variable

Good Thing
or
Bad Thing




Events, e.qg.,
1. Death
Disease state
Successful treatment outcome

Return to work

Discharge to independent living




B. Ecological or correlational designs

The units of measure are population values (not

observations of individuals)




C. Observational designs

1.

Cross Section

d.

b
C.
d

Select a sample
Measure both the antecedent and consequent
Examine the linkage

Note: A cross section design produces an
estimate of prevalence re. antecedents

Note: The results are mostly descriptive and
have value for generating hypotheses.




2. Case Control (retrospective)

Select a sample of cases on the basis of the
consequent

. Select a sample of controls on the basis of the
consequent

Look backwards in time to documented
antecedents for explanations

. Examine the linkage (often through an odds ratio)

Note: A prospective variant is termed a Case
Control Crossover




3. Cohort (prospective)

Enlist the cooperation of a cohort of
participants and measure the antecedent

Follow members of the cohort forward in time
and then measure the consequent

Examine the linkage (often through a relative
risk ratio)

Note: A retrospective variant is possible

Note: A cohort design produces an estimate
of incidence




D. Causal Inference Studies: Controlled Trials

1. Parallel groups

d.

b
C.
d

Sample participants

. Allocate participants to arms

Make baseline observations

. Implement protocols making intermediate

observations

Conclude protocols and make post
observations

Perhaps later, make follow up observations




Control

Experimental




—O— Experimental
—A— Control

Post Tx




2. Cross Over

Sample participants

. Allocate participants to arms
Make run-in observations
. Make pre-period-1 observations

Make period-1/period-2 cross-over
observations

Make post-period-2 observations




-~ Experimental
—A— Control

I I

Run-in Run-in




Il. How Do | Establish Just What Constitutes an
Important Finding
and
How Many Participants Do | need to Detect It?

A. Premise

. The role of the binary choice between[p < a]
and [ p > a ], is necessary for deciding the
tenability of a null hypothesis (statistical
significance).




2. Rejecting a false null hypothesis is wholly
insufficient for deciding the meaningfulness of
an outcome (clinical significance).

Setting a=0.05 is a choice based largely in a rigid
ritual rather than critical thought. However, a
long history has brought us to this point.




4. What is needed to assess meaningfulness are
point and interval estimates of effect size.

However, graduating effect size as small

(d=0.20), medium (d=0.50), and large (d=0.80)
flirts with becoming a rigid and meaningless
ritual.




6. The value of an estimate of effect size produced
through a new experiment is found in its
relationship to the estimates of effect size
produced in the studies that justified the new
experiment.

That is, just as the justification of an experiment
is found in a focused set of existing studies, so
too is the meaning of a new result uncovered in
its relationship to the corresponding body of
existing results.

All interpretations of effect size are local.




7. The width of a confidence interval about an
estimate of effect size is a measure of
experimental precision.

As error variance in a study increases, so does
the width of the confidence interval about the
estimate of effect size produced by that study.




B. Bruce Thompson figured this out quite a while ago.

Thompson, B. (2002). What Future Quantitative

Social Science Research Could Look Like:
Confidence Intervals for Effect Sizes, Educational

Researcher, 31, 25-32.




Table 1. Practical and 5Statistical Significance Statistics for 10 Previous Studies and One New Study

Results

Study t cale pale Decision Cl for d

Prior Literature
1.30 : 2.600 0.080 NS -0.13 10 2.64
0.20 3 1.456 0.151 MNS 007 10 0.47

=0.40 14 -2.332 0.026 = =0.75 to -0.05

0.50 2.062 0.056 NS =0.01 10 1.00
0.70 2.100 0.0649 NS 00510 1.42
0.65 2.156 0.056 NS 0.02101.29
0.80 2117 0.079 NS =009 10 1.64
0.60 2.078 0.062 NS 0.03101.21
0.40 2.000 0.057 NS -0.01 to 0.8D

10 0.30 1.775 0.085 N5 0.04 10 0.64

1
7
P
5
=
5

1
2
3

Past research, pooled

0.278

b
S

4.000 O.00005 014 o042
Current study
11 0.45

w0

1.962 0.065 NS —1.03 to 0.92

Past and currert, pooled
0.292 226 4.390 0.00002 —_ .16 to0.42

Note. Pooled results are presented in italics. For the one-group case t= d isquare root of n), Exact p calculated values can be found in Excel by using
the function *TDISTIL, a-1, 2)°. The weighted average effect size can be computed, for example for the 10 pror studies, as [(1.30 = 4) + (0.20 = 53)
* 030x35)/ 4+533+ .. .35]=|52+106+_.10.5) /207 =57 45/ 207 = .278. calc = caleulated

*pc 05 "fp< 001




Effect size, d

-
Note. The vop 10 effect size intervals are for the studies from the prior liteearure, with the o's represented as
gray carcles wathin the intervali, The poaled '\-\l,'l;l_!ll'..'ii average diie., JTB u F\IL'\n.‘I1I.-|.|. nexl, a4 a darker
oval, The result in the pessent soudy (o= 45) ix then presented as 3 gray square. Finally, the weighted aver-

ape  across all 1] srudies is presenied last as a dark square

noteworthy and then simply ignore the
study. But once reporung cftect sizes be-
comes normatively standard practice, at
least all authors and readers will then be in
a position to evaluatc how replicable or
stable are the effects within a given arca of

I.I'Iq uiry'.

Three Recommendations for Practice

Several recommendations for pracrice are

suggested here:

1. Report and explicitly interpret effect sizes
in the comiext of effect sizes from prior re-
lated studies and not by invoking rigid
f—'r”;'ﬁ.‘ﬂ]dr-"l. T}'I.l.' I.H.}lt'l'.l'[]l.ll ht‘llfl;t‘t IIE-
reporting and interprening an effect size
(c.g.. Cohen's d, Glass” delta, 0, or ad-
justed RY) arise not from interpreting
effects against benchmarks, but rather
by comparing effect sizes directly with
the effects reported in related prior
studies (Wilkinson & APA Task Force,
1999, p. 599). The overly rigid use of
fixed benchmarks for small, medium,
and large effects fails to consider the
iw:“ihihr_-.' that small, replicable effects
involving important outcomes can be

noteworthy, or that large effects in-

volving trivial outcomes may not be




C. Minimal Clinically Important Difference (MCID)

Man-Son-Hing, et al. (2002) advanced the notion that
not every statistically significant difference
(proportion, correlation, etc.) is important.

Although the units-of-measure for Man-Son-Hing, et
al. were descriptive statistics (rather than estimates
of effect size), they also understood that all
interpretations of experimental results are local.




On the basis of existing literature, a researcher must
determine a criterion that a new result must exceed
to be considered clinically significant: MCID

Adapting Man-Son-Hing, et al. by making the leap
from mean differences to differences in effect sizes
renders MCID practicable.




1. Three different examples of MCID

a. No intervention is available for a certain
debilitating condition.

Any improvement, no matter how small
relative to a no-treatment control, represents
an important advancement in managing the
condition.

In this case, obtaining a value of say d > .10
could very well constitute an important
difference.




b. An intervention protocol is broadly
recognized as a clinical standard for care and
is known to effect a level of change
corresponding to an average effect size of
d = .80 (i.e., an average effect size in

comparison with no-treatment control
studies).

A new technology is introduced as an
alternate form of care but only at substantial
cost in making the change from one
technology to another.




The cost is deemed worthwhile if the new
technology improves outcomes by at least 25%.

All other things remaining constant, an outcome of
d > .20 is an important one in an ANCOVA of data
obtained through a parallel-groups design
contrasting the new technology and the old
technology.




c. Consider the same situation but one in which
the new technology achieves the same level
of change as the old technology but at a
substantially faster rate and substantially

reduced cost.

In this case, d = 0.00 is an important outcome
using the same research design.




That is, the new technology achieves the
same outcome as the standard but in less
time and at less cost. The analysis in this

case would be supplemented with
equivalency testing.




d. A new treatment protocol will be considered
an important advancement if if produces an
estimate of effect size that exceeds the
average effect size of the treatment studies

testing competing protocols.

. That same new treatment will be considered
very important if it produces and estimate of
effect size that equals or exceeds the upper
boundary of the confidence interval about
that average effect size.




Single-Subject Data: Direct-Treatment Effects

Study Class Phase Obs. d Treatment

1 3 1 16 16.08  Auxiliary ‘Is’ training
2 3 1 10 9.85 Syntax stim.

1 103 476 Spoken + written
modalities stim.

12 299 Syntax stim.

83 5.83 Wh interrogative training
17 275 LST

25 5.86 LST

18 13.42 Syntax Stim. & PACE
77 14.01 LST

23 6.54 LST

39 40.64 LST

9 11.59 LST

67 1311 LST

18 27.73 LST

3
3
3
3
3
3
3
3
3
2
3

N N = N DNMNDMNMNDN=_2 N2




Single-Subject Direct Treatment Effects

Outcome: Syntax
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Average of Effect Size with .95 ClI
(Progressive Cumulative Average)




The weighted mean of these effects is 11.79.

A confidence interval for that mean value with
probability set at .95 (i.e., Cl g5) equals +5.88.

Lower Limit Upper Limit

5.91 17.67

Reasonably, we could set the size of a small effect at
d=5.91, a medium effect at d=11.79, and a large effect at
d=17.67.




Cl o Interval of Effect Size for
Single-Subject Studies of Syntax Improvement Treatments
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Possible Outcomes and Clinical Significance
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How do | obtain values for this mini meta-analysis?

If a meta-analysis has been published in your target
literature, you’re golden.

If not, work with your statistician to obtain what you
need.




lll. Types of Effect Size

. Odd Ratio

. Relative Risk

. Risk Reduction

. NNT




IV. A Priori Statistical Power Analysis

The following four terms are algebraically linked.

A. Effect size

B. Type |l error tolerance
C. Statistical power

D. Sample size (n)

Knowing the values of any three allows us to solve for
the value of the fourth.




V. Obtaining and Reporting Estimates of Effect Size
Obtained Through Your Study

A. Four benefits realized through reporting estimates of
ES

1. Decreased reliance on, or misuse of, statistical
significance




Meaningful interpretations observed results in
the context of previous research through
empirical, objective, and transparent means

Increased precision in designing experiments

Direct support for eventual meta-analyses of
clinical research.




B. In the course of the past 10 years, statisticians have
made available a powerful tool for assessing a
literature base, designing experiments, and

interpreting results: noncentral confidence intervals
(Cl) for point estimates of effect size.




1.

Because a non-zero estimate of effect size
characterizes a departure from a null hypothesis,
the sampling distribution forming the
mathematical basis for a confidence interval is a
noncentral distribution.

Bird (2002), Cumming & Finch (2001), Fidler &
Thompson (2001), Robey (2005) and Smithson
(2001) constitute central readings

. The mathematics of finding a point on a

noncentral distribution are exceptionally
complex.




Central and Noncentral Distributions of Cohen's d

n1 =10, n2 =20

Effect Size: d




3. Through advances in software applications,
recently, statisticians have made noncentral
distributions accessible for practitioners.
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) Mot ratedd I Gettng Started Lintest Heaclines
| [T #rrcpies s Practce of Cincalfieses. | | | Comidence Intervals =1 .
Scripts and Software for Noncentral Confidence Interval and Power Calculations

This webpage contains download Enks for scripts that enable vou to compute confidence mtervals and power based on the noncentral t, F, and Chi-squawe distributions. So far, these are avadable i SPSS, SPhus, and R. [ will
update this webpage with Bnks to other freeware and'or scrpts as they become avadable and known to me

A peneral (but not expensive!) reference on confidence intervals that covers noncentral confidence interval estmation, as well as the more well-known confidence ntervals, is

Quaniitative Applications in the Social Sciences Senes, No, 140
Thousand Daks, CA- Sage

cod el
MTERALS
————

SPSS Scripts

Febre m—

There is a PDF file based on a short workshop ['ve given on noncentral confic. | @i s "™ schudes mstructions on bow 1o wse these sermpts. This will have to do as an mstruction marual uatd | write & more thorough-going
VETSioN

Dovnload PDF fle

Noncentral F files Noncentral 1 files Noncentral Chi-square files
Download NoocF3 .sps Download NoocT2 sps Dovmload NoncChi sps

| Download NoncF s | Dovnload NoncT. sav Download NoncChi sav I
Download FIR2 sps Download T2D sps

SAS Scripts

These scrpts come with a "Readme™ PDF file. Users not familiar with noacentral confidence mtervals may also wish to download the workshop mstroctional PDF file mentioned above

Dowpload Feadme file
Noncentral F file Nonceatral t files Noncentral Chi-square files
Download NoncF2 cas Download Nonct sas Dovnload Noncchs sas |
Download 12d] samp sas Download CramersV sas
Diownload 12d2samp. sas |
SPIlus and R Scripts

These scrpts come with a "Readme” PDF fle. Users not fimnikar with noncentral confidence mtervals may also wish to download the workshop mstructional PDF file mentioned above

Do



CHESLT - Exploratory Software for Conldence Intervals - Mogilla Firelex
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Siap 1o conber i map
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Fg, ® Exploratory Software for Confidence Intervals
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I\T HOWE EPWHLOAL | STATESTRCH REFORM rag CONTALT ESCI

ESCT (Pronounc exky”) 5 2 se

of lnteractive simulations that run under Microsoft Excel

with ESCI you can:

gxplore many Confldence Interval (Cl) concepts
calculate and display CIs for your own data, for some simple designs

calculate Cls for Cohen's standardised effect size o

#xplora noncentral b distnbutions and thas role n statistical power

uge CIs for sampla meta-analysis, using ongenal or standardised - e i
sihagl 8 Prrchologlel

units
explora all these concepts wia viwid interactive graphical

simulations

New ESCL modules
The following ESCIT modules go with pubkshed articles. [Thare & nform

ESCI IPP {downioads) &= a module that allows
varety of measures and de SINGS Itg with this artac
5. & Cumming, G. (2009). Putbing research in context: Understanding confidence

intarvals from ane or more studies. Journal of Pediatric Psy 2w don: 101093/ jpeapay/isn

ESCI PPS p intervals [downloads) is a module that %5 you to explore three of the figures
in
Cummang, G. (2008). Repbcabon and p mbtervals: p values predct tha future only vaguely, but

confdenca intervals do much better, Perspactives an Peveholsorcal Scwnce, 3. J856-300.

§ mn Excel 2007, as well as Excel 2003. The modules

NOTE: Excel 2007 The above module
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School of Peychalogy

Research

P Groups

YResearch Tools
FDepression and Arooiety
Stress Scales

*FaycBITE

ETASTT
P Research Resources
FResearch Parbcipaton
®Research Publicabions

Ressarch Tools
PSY Statistical Program

PSY: A program for contrast analysis - Kevin Bird, Dusan Hadzi-Pavlovic, and Andrew Isaac
@ fchool of Pyychology, University of Hew South Wales

Soma background - Why PSY was developed:

The APA Task Force on Statistical Inference has recommendead that interval estimates of effect sizes should always be presented for pnmary sutcomes (Wilkinson and the Task Force on
cratistical [nfarance, 1999] ‘hen ficed-effects analysis of varance i uted to snalvie data, effect sizes are usually expretsed as raw or standardized values of contrasts on means. Il
aften difficult or impossiblie to obtain appropriate confidence intervals on contrast values from statistical packages, partoularly the ssmultaneous confidence intervals requared for
unrgstncted or post ho analyses. The PSY program provides confidénce mtervals on contrasts for a number of designs and analysis strategies

PSY is vary @asy to use for plannad or post hoc analyses of single-factor designs (with or without repeated measures) and for two-factor designs with one betweean-subjects and one
withen-subjects factor. [t can be used for the analysm of more complex factorial designs, but it 15 a Hthe less usér-frendly when simultaneous confidence intervals are required from
complex designs. PSY can aocept user-supplied ontical constants for the perpose of confidence interval constructon, so advanced users can control familywise error rates for non-standard
analyses. PSY can also supply standard or Bonfarrons-adpusted cntical values from £, F, GCR (greatest charactenstic root) and SMRE (studenbred maxmum root) distnbutions, Examples of
PSY analyses of data from vanous designs may be found n Bird (2004).

Those who wigh to use PSY bo carmy out tests or conatruct confidence mtervals based on the SME approach to the analvsiz of product interaction contrasts (Bok 1993} may be nteresbed
in downloading an SF55 macro that calculates SMR statistics in analyses ncluding more general produdt contrasts. You can download the macoro as a text file or an SPES syntax file

To run PSY, you need Windows 95 {or later). Click here to download PSY
Before runming PSY, consult the ReadMe document. Please send leedback to Kevin Bird (K.Brd Bunsw. edu.au).
Referencies
* Bird, K.0, (2004). An Frignce via confidence . London: Sage Publications
& Bok, B.Y (1983}, The 55 of Pwo-laclor Interacti Toad @ffects imndar models. Journal of Educational Statistscs, 18, 1- 40
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